Application Note

October 2013

Configuring ShapSAN S5000 AutoTier

shapsan

Summary

This application note describes how to configure AutoTier (Block-based) to optimize performance of the
SnapSAN S5000 storage array.
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Infroduction

AutoTier (Block Based) is a new feature for analyzing I/O response from the disk array subsystem
and providing information on how to improve cost performance. This is done by moving blocks of
stored data to the fastest optimum device autonomously. This is based on frequency of accessing
the data in order to make effective use of the devices. The two configurations options available
with AutoTier are Faster-Speed Tier or Slower-Speed Tier. This document provides a guideline
how to quickly setup and configure AutoTier with a single logical disk. Additional details about
AutoTier are found in the AutoTier user guide.:

http://www.overlandstorage.com/pdfs/support/SnapSAN S5000 AutoTier User Guide.pdf

Required Information, Tools, and Files

Before you begin these procedures, the following information, tools, and files are required.

Prerequisites

Prior to performing these procedures, ensure that you have the following:

* Overland Storage SnapSAN S5000 Disk Array must be installed and configured.

You can get additional information on basic installation and configuration at
http://support.overlandstorage.com, or by contacting Overland Storage using the
information found on the Contact Us page on our web site.

* The SnapSAN S5000 must have firmware version U22R.007 and software version 082R.007.

*  SnapSAN Manager Server must be installed and is running version 8.2.060.

e Verify that the following are installed on the server:
¢ Java Runtime Environment (JRE)

¢ SnapSAN Manager Server Web Management Interface.

Versions

The test environment used for illustration in this document uses the following versions:

* Java JRE version 7 update 40

*  SnapSAN Manager Server version 8.2.060

*  SnapSAN S5000 software version 082R.007
*  SnapSAN S5000 firmware version U22R.007

Creating a Multi-tiered Pool

A multi-tiered pool consists of multiple pool groups with various PD/RAID types.
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A sample multi-tiered pool is shown in the following image:

Tiered pool

NOTE: Block-based tier feature does not support virtual capacity pools.

In a multi-tier pool:

e Up to three tiers can be created.
¢ The specification of tiered pools conforms to that of conventional pool groups.
* Each tier is named as:

¢ Tier0 (Faster speed tier)

e Tierl

¢ Tier2 (Slower speed tier)

Perform the following tasks to create a multi-tiered pool.

Creating a Basic Pool

Open your browser and login to the SnapSAN Web Management Interface.
Select the SnapSAN S5000.

Navigate to Configuration > Pool > Pool Bind page.

Click Show Pool List.

A WD =

ion = Completi

3. Select RAID type
RRID type DRIDE/60 (44PQ) ~

4 Specify the number of physical disks that configure the poal and their capacity

The nuwber of physical disks {e=10) EE:
@ huto disk selaction

" Mamual disk selection Select physical dishs
Calculate pool capacity
. e =
= Back | Next. > | Cancel Help |
5. Select items from the drop-down menus for these two options:
¢ Physical disk type
e RAID type
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6. Select one of the following options:
e Auto disk selection
* Manual disk selection

7. Click Next.

8. Verify the basic settings.
If you need to modify the default settings, proceed to Basic Pool Advanced Settings.

9. Click Set.
10. Click Yes to complete the binding.

Basic Pool Advanced Settings

If the default settings need modification, click Advanced and follow these steps:

ced seftings

Pool name [rieredpool
Rebuild pricrity |Hedivm |v| Bxpicred tius vwhen Mediuw iz sslscted: 7 hour

System volume [T Bind

Explamati
- Rebuild priority
Specify pool rebuilding I/0 priority.

[1):4 | Cancel Help

1. Enter both items:
¢ Pool name
* Rebuild priority
2. Click OK.
3. Click Yes.
4. Click Finish.

Add a Tier and Bind a Tiered Pool

1. Use one of the options:
¢  From the Pool Bind Completion screen, click Add a tier and bind a tiered pool.

¢  From the SnapSAN Manager Monitor screen, navigate to Configuration > Pool > Tier Add.

Tiern
@ | sas o
BATIDE/60 (44PQ)

Select the option button on the lefr to add a faster-spesd tier.

Explanati
Lele:\: the option button on the right to add a slover-speed vier.

3: Select the type of phy disks for the tier.
Physical disk type SAS -~

4 Select a RAID type for the tier

RAID type lm j
= Back Hext = Cancel Help |
10400486-001 October 2013 ©2013 Overland Storage, Inc. <4 Page 40f8




SnapSAN S5000 AutoTier Configuration

2. Select inputs for these options:

¢ Type of pool

¢ Faster-speed tier or slower-speed tier

¢ Type of physical disk
e Type of RAID
3. Select one of the following:
* Auto disk selection
* Manual disk selection
4. Click Calculate tier capacity.
5. Click Next.

6. Verify the basic settings.
If you need to modify the default

settings, proceed to Add/Bind a Tier Advanced Settings.

7. Repeat Steps 1-6 (and if necessary, the Add/Bind a Tier Advanced Settings) to create two

more tiers.

Add/Bind a Tier Advanced Settings

If the default settings need modification, click Advanced and follow these steps:

Confirm the se

Basic setting
Pool number
D type

BAID type
Tier position :
Tier capacity :
Pool capacity

: BAIDS/S0(Z+P)

Tiern
529.7 GE (568,814,731,764 Byte)
1.5 TB (1,708,531,677,440 Byte)

Rebuild priority

settings

Delocation unit size : 512 MB

© Medium ‘

Click Advanced to modify the settings in the field above.

Advanced

- Physical disks to configure the tier -

00h-0008h
00h-0009h
00h-000sh

Totational speed

266.4 BAS 10000rpm. &.0Chps

266.4 BAS 10000rpm. 6.0Chps
266.4 BAS 10000rpm &.0Chps

1. Enter these options to create a tier.
* Relocation unit size — This size is used to move data between tiers.

¢ Rebuild priority — Select a priority of High, Medium or Low.

Canfigure the

Pelocation unit size |512 I‘J:Bl vl

Bebuild priority IHedium vl

Expected time when Medium iz selected: 7 hour

Explanation
Pelocation unit size

Bebuild priority

Specify the relocation unit size for moving data between tiers.

Tou can specify the IS0 priority of automatic data repair using a hot spare
to address a disk failure in the pool. If wou specify High, data repair runs gquickly.

2. Click OK.
3. Click Set.
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4. Click Yes.
5. Click Finish.

Creating a Logical Disk containing Multiple Tiers in the
Multi-tiered Pool

Using the multi-tiered pool previously created, you now create (bind) a logical disk onto it.
Depending on the access frequency, the data blocks from this logical disk move from one pool to
another which is possible because the logical disk lies on top of the multi-tiered pool. The following
steps define and create such a logical disk.

Binding a Logical Disk
Use these steps to bind a logical disk that consists of multiple tiers of SSD/SAS/NLSAS.
1. Use one of the following options:

¢  From the Tier Add Completion screen, click Bind Logical Disk.

¢  From the SnapSAN Manager Monitor screen, navigate to Configuration > Logical Disk >
Logical Disk Bind.

B ogical Disk Bind

Huuber of logical disks (1-1024) 1=
Logical disk capacity (1-1853) 10 [ee =

Logical dizk capacity H 10.0 GB
Capacity logical disks consume - 10.2 GB
Unused capacity of the pool : 1,853.2GB

Logical disk neme [Tisrsdfoel LD1|

Explanation
Set the name of the logical disk to he bound.
If two or more logical disks are bound, emter the prefix for them.

[l

< Back | QNexr. ES Cancel Help

2. Enter the following information:
¢ Number of logical disks
* Logical disk capacity
¢ Name of the logical disk
Click Next.
4. Verify the basic settings.
Continue with Binding Advanced Settings.

Binding Advanced Settings

Specify how the capacity is assigned to each tier with regard to the logical disk on the multi-tiered
pool:

1. Click Advanced.
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Logical disk type Iwindows MER (WM} vl
First logical disk number I la: h

Binding priority II‘Iedi\.u vl Expected time when Medium iz selected: 1 hour
Capacity Ratio

(" According to unused capacity ( l4% @ z8% - E2% )

(" High speed tiers take priority ( 17% : 35% : 48% )

{" Low speed tiers take priority (0% : 29% : 71% )

(¥ Specify capacity ratio

TierDI 703: % Tierll 203: % TierZI lDE‘ %

2. Enter the following information:
e Type of logical disk
¢ Number of first logical disk
* Binding priority
3. Select the rate of capacity used by each tier that is Capacity Ratio.

The pattern can be selected from the following options (the setting can be changed either at
the time of or after binding a tiered pool):

¢ According to unused capacity — Same as the unused capacity proportion of each tier
in a tiered pool (default)

e High speed tiers take priority — Allocate more capacity to higher speed tiers
(performance-oriented logical disks)

* Low speed tiers take priority — Allocate more capacity to lower speed tiers
(cost-oriented logical disks)

* Specify capacity ratio — Specify the proportion of the tiers to be used.
Click OK.

Click Set.

Click Yes.

7. Click Finish.

Lol G

The tiered pool’s RAID type and physical disk type are displayed as “Multi”.

TieredPool

1) i
farci  [maes ]

Verifying the Physical Disks used to Create Tiers

1. From the SnapSAN Server Manager Monitor screen, select the SnapSAN S5000.

2. Select Physical Disk.
The physical disks used to create tiers are shown in this graphic:
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i5M Server

=3 555300050
- (21 505500034170 aielninneealaaag aEE DAC Cafinet LED
= BIEBBBEEBI8EEE BEE
 Eyrou | EH-fE Tom on
o HIBEHEBEIEEEEEEE =B E
53 Logical Disk Dag HEHHEHEEEEIEHEE cHElE Turn OFF
= SHEHEHEHEUCHEMER EHEHENE “H-H=
=, [T
e SNl o e i e e = o
- [ Connected Host
-3 Contraller € | B
E’ 00R-0000R  Ready 2664 0000R SYSWOL Data S5A5
00h-0001h  Ready 2664 0000h SYSWOL Data SAS
E’ 00h-0002h  Ready 266.4 0001h TieredPoal Tier2 Data S5A5
E’ 00R-0003h  Ready 2664 0001h TieredPoal Tier2 Data S5A5
E’ 00h-0004h  Ready 266.4 0001h TieredPoal Tier2 Data S5A5
E’ 00R-0005h  Ready 2664 0001h TieredPoal Tier2 Data S5A5
E’ 00h-0008h  Ready 266.4 0001h TieredPoal Tier2 Data S5A5
E’ 00R-0007h  Ready 2664 0001h TieredPoal Tier2 Data S5A5
E’ 00h-0008h  Ready 266.4 0001h TieredPoal Tierl Data S5A5
E’ 00R-000%h  Ready 2664 0001h TieredPoal Tierl Data S5A5
E’ 00h-000sh  Ready 266.4 0001h TieredPoal Tierl Data S5A5
E’ 00h-000bh  Ready 2664 0001h TieredPoal Tier Data S5A5
E’ 00R-0010R  Ready 4083 0001h TieredPoal Tier Data S5A5
00R-0011h  Ready 4083 0002h WEd_WASA_Test Data S5A5

Assigning Logical Disk to a Host

1. Use one of the following options:
¢ From the Logical Disk Bind Completion screen, click Assign logical disks to the host.

¢ From the SnapSAN Manager Monitor screen, navigate to Configuration > Host >
Assignment of Logical Disk.

Select the Host and the Logical Disk.
Click Next.

Click Set.

Click Yes.

Click Finish.

Click Yes.

N o o h W N

Mount Logical Disk to a Host

1. From the host server, navigate to Computer Management > Disk Management to view the list
of logical disks.

2. Right-click the assigned logical disk, and select Online.

Verifying the Performance when Running Heavy 1/O using the I/O Meter

1. Monitor the disks using Performance Monitor to observe the performance of the different
tiers to which the logical disk is configured.

2. From SnapSAN Manager Monitor screen, navigate to the Options > Performance page to
view the performance details under the Physical Disk tab.

Objact Disk Array |snssnnnsu'm j é,|suusuc Infornation starting
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